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In Canada, our recently enacted Statistics 

Act requires (Queen's Printer for Canada, 1970, 

Section 16.1.b) that no sworn employee of Sta- 

tistics Canada "shall disclose or knowingly 

cause to be disclosed, by any means, any informa- 

tion obtained under this Act in such a manner 

that it is possible fróm any such disclosure to 
relate the particulars obtained, from any indivi- 
dual return to any identifiable individual per- 

son, business or organization ". 

This requirement is very similar to its 

counterpart in the former Act. Its introduction, 
however, coincides with the increasing practical 
difficulty of preventing disclosures in statisti- 
cal data. While the new Act was being drafted 
and legislated, planning and "tooling up" for the 
1971 Census of Canada were also well under way. 

The Census tabulation programme is far more com- 
plex than that of any former Census. In addi- 
tion to pre -planned tabulations, it includes 

efficient means of access to the data base in or- 
der to produce special -area and special- pópula- 
tion tabulations as they are needed and request- 
ed. With outputs on paper, microfilm and magne- 
tic tape and with the indeterminate accumulation 
of special requests in future years, the tabula- 
tion programme is much too large and interrela- 
ted to admit to manual checking for even the 
most rudimentary violations of individuals' con- 
fidences. 

The rigorous wording of the new Act appar- 
ently requires prevention of possible disclo- 

sures in aggregate (tabulated) data, yet no con- 
crete guides exist in legal precedent as to what 
would be and what would not be illegal disclo- 
sure. Therefore, it was the advantage of Sta- 
tistics Canada to develop sufficient safeguards 
to avoid even the risk of violating the law or 

public trust. Because of the imminence and com- 
plexity of 1971 Census tabulations, an acceptable 
means of preventing disclosure had to be amenable 
to easy introduction into computer programmes 
which had already been developed. Also, an ac- 

ceptable means of prevention must not distort 
the statistical meaning of data; it must be 
mathematically straightforward enough so that 
the statistical agency can give a general guar- 
antee of its harmlessness. 
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I. Possibilities of disclosure 

In order to have criteria with which to exa- 
mine the effectiveness of random -rounding, we be- 
gin with a catalogue of the logical possibilities 
of disclosure in aggregate data. Adhering 
strictly to the Statistics Act, two assumptions 

underly the catalogue. First, a cell count or a 
measure derived from cell counts may be an ille- 
gal disclosure regardless of what additional in- 

formation, from other counts and measures or from 

independent sources, must be mustered so that in- 

formation about an individual person or organiza- 

tion can be deduced. Second, all cell counts and 

derived measures are treated as if exactly cor- 

rect, as if completely free of error. Though the 

second assumption might be improbable in any 
given instance, the possibility of disclosure,not 
the likelihood, depends on the possibility of 

such exactitude. Hopefully, the caution which 
these assumptions prescribe will result in more 

than foiling the possibilities of disclosure. It 

should discourage most attempts to find disclo- 
sures and, perhaps, spare someone from being 

victimized by means of a seeming disclosure which 
is no less threatening just because it is inac- 

curate. 

The simplest possibility is direct disclo- 

sure from a cell which either is empty or counts 
one individual (person, business or other organ- 
ization). If a particular individual is known 

to be the only one who could be counted in that 

cell, the only one who could have the particular 
combination of attributes counted by that cell, 
then a count of 0 discloses that he does not 
have the particular combination of attributes, a 
count of 1 discloses that he does indeed have 

the particular combination of attributes. 

Given the possibility of disclosure from a 
cell counts of 0 or 1, it is easy to imagine 
similar possibilities from counts of 1 or 2, 2 

or 3, and so forth. If one individual is known 
to have a particular combination of attributes 
and a second individual is known to be the only 
other one who could have the same combination of 
attributes, then a cell count of 1 for the com- 
bination of attributes discloses that the second 
individual does not have them, a count of 2 dis- 
closes that he does have them. The same reason- 
ing works if two, three, or any number of indi- 

viduals have a particular combination of attri- 
butes and only one other individual could have 

the same combination. Because the individuals 
known to have the particular combination of at- 
tributes can be thought of as being eliminated 
from the cell count in order to see whether a 0 
or 1 remains, we call this disclosure elimina- 
tion within a cell. 

Given the possibility of elimination within 
a cell, it is again easy to imagine the next pos- 
sibility disclosure elimination among cells. 
In the simplest instance, this would be to sub- 



tract one cell count from another in order to 
find a difference of 0 or 1. Of course, the two 

cells must be related such that one is the subset 

of the other - so that differencing their counts 
yields the count of a second subset, the subset 

which complements the first with resPect to the 
entire set. If a particular individual is known 

to be the only one who could have the particular 

combination of attributes counted by the second 
subset, then a difference of 0 discloses that he 
does not have the particular combination, a dif- 
ference of 1 discloses that he does with this 
simple instance in mind, it is obvious that the 
count of the set and /or of the first subset 
could be sums of cell counts. Also, the differ- 
ence between counts of the set and the first 
subset might be greater than 1 and still subject 
to disclosure by elimination within a cell. The 
full report gives a detailed discussion of vari- 
ous eventualities. 

The above three possibilities seem to us 
fundamental, and we only mention two derivative 
varieties. First, given the possibilities of 
disclosure about individual persons or organiza- 
tions through cell counts which reveal whether 
or not they have particular combinations of at- 
tributes, it follows that disclosures about or- 
ganizations might be derived from disclosures a- 

bout the attributes of members and that dis- 

closures about persons or sub -organizations 
might be derived from disclosures about attri- 
butes of organizations of which they are mem- 
bers. Because of the necessity to extend in- 

formation from members to organizations or vice - 

versa, we call this disclosure extended cor- 
respondence. The second variety is disclosure 
from derived measures. It is simply the deriva- 

tion of disclosing cell counts from measures 
which themselves had originally been derived 
from cell counts - weighted sample counts, per- 
centiles, means, rates, and percentages. The 
full report discusses these two varieties of dis- 
closure in detail. 

2. Random -rounding 

Recognition of the danger of disclosure has 
often been focussed on the very small cell 
counts; replacing these small counts by an aster- 
isk or other cipher has been a common remedy. 
Our catalogue of possible disclosures shows small 
cell counts to be only part of the danger: the 
general danger lies in the possibility of ex- 
actly correct, error -free cell counts - of any 
size. The strategy of random -rounding is to ren- 
der improbable and indeterminable the correctness 
of each issued cell count by introducing, an ac- 
ceptably small and unbiased error into its orig- 
inal value - a value which itself might or might 
not be free of error. Each individual random - 
rounding error must be indeterminable, but the 
resultant loss of data reliability must be esti- 
mable. 

Random -rounding is a variation on systematic 
(or conventional) rounding. Partly because the 
error introduced by systematic rounding need not 
be free of bias, partly because the rigid rules 
of systematic rounding can sometimes be used to 
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deduce pre- rounded values, random -rounding must 
have two properties. First, any value to be 
rounded may be rounded either "up" or "down" so 
that, in the long run, positive and negative er- 
rors balance to yield zero bias. Second, every 
single decision to round "up" or "down" must be 
indeterminable so that there exist no circumstan- 
ces in which a pre- rounded value can be deduced 
from its position in a distribution or cross - 
classification and from knowledge or rounding 
rules. 

2.1 Probabilities of rounding up and down - 

Imagine that all the counts in a table of, 
for example, m x n cells are being rounded to 
multiples of some integer value, called the 

rounding base. For each cell count, the remain- 
der to be rounded up or down is calculated: 
(2 -1) rij = c.. mod b 

where is the remainder for the ijth cell in 

the mxn table, cij is the underlying cell count, 

and b is the rounding base. The calculation of 
r.j is clarified by an identity: 

(2 -2) r.J = c. - bk.. 

where k.. is the largest integer such that 

bk.j < c... Clearly, 

(2 -3) 0 < r. < b and r. must also be an inte- 

ger value because all cell counts c.., are them- 

selves integer values. Given 1-óunding "up" 
is defined as 
(2 -4) c. = c. + (b - r..) 

where c.. is the rounded cell count. The error, 

introduced by rounding up is 

(2 -5) = b - rij Substituting the value of 

rij from Eq. 2 -2 in Eq. 2 -4 shows that 

(2 -6) cij = b + 1), that the underlying cij 

has indeed been rounded to a multiple of b. 
Similarly, rounding "down" is defined as 

(2 -7) cij = c.. - r.. The corresponding error 
is 

(2 -8) e. -ri , and the rounded value is again 
a multipii of b: 
(2 -9) cij = bkiJ 

Given the two alternatives of rounding up or 
down, imagine a probability being attached to 
each alternative, such that the sum of the two 
probabilities is unity. Expected rounding error 
for each r.. can then be calculated as the sum of 
two producisl, each probability times the error 
which it introduces: 
(2 -10) Pij (b rij) + (1 - Pij) 

( -rij) where E(e. Ir..) is the expected rounding 

error for the riJ, Pij is the probability of 

rounding cij up and the error terms come from Eqs. 

2 -5 and 2 -8. 

One means of excluding bias from the round- 
ing error is to require the expected error for 
each riJ to be zero: 

(2 -11) = (b - + - ( -rij). 



Then, solving for Pij reveals the proba- 

bility to be attached to rounding up: 

(2 -12) P.. = rij /b, 

and the probability for rounding down is obvious: 
(2 -13) (1 - P..) = 1 - /b). 

With the expected error for each cij equal 

to zero, the expected error for any sum of 

will also equal zero. An appendix to the full 
report documents the superiority of random - 
rounding over systematic rounding in this res- 
pect. 

2.2 Random decisions to round up and down - 

Given probabilities to round up and down, 
such that positive and negative errors balance 
to yield zero bias, it remains to render inde- 
terminable the direction of any particular in- 

stance of rounding. Then, no underlying count 
will be deducible from its position in a distri- 
bution or cross -classification and a knowledge 
of systematic- rounding rules. 

An obvious means of making indeterminable 
each rounding decision (up? or down?) is to line 

the cell counts in a sequence and to match the 
sequence of cell counts to a sequence of random 
numbers: each random number in sequence will be 
unpredictable and will decide the rounding di- 
rection for the cell count with which it is 

matched. In order for the rounding decisions to 
conform with the rounding probabilities in Eqs. 
2 -12 and 2 -13, the random numbers must be uni- 
formly distributed, lying in real interval be- 

tween zero and the rounding base: 
(2 -14) 0 < v.. < b 

where v., is the random number matched with the 

ijth cell count. 

Given uniform distribution of the random 
numbers, the probability of being less than 
r. is as follows: 

r.. - 0 

(2 -15) P(vij 
< rij) - 0 

= r.. /b 

with as defined in Eqs. 1 -1 and 1 -2. By 

substitution from Eq. 2 -12, this is clearly the 
probability of rounding "up ". 
(2 -16) P(v. < r..) = P... 

Similarly, the probability of vij being 

greater than or equal to r.. is as follows: 
b 

(2 -17) 
P(v. r..) = b -0 

= 1 - (rij /b). 

By substitution from Eq. 2 -13, this is the prob- 
ability of rounding down: 
(2 -18) P(v. > r..) = 1 - P... 

Given Eqs. 2 -16 and 2 -18, it is a simple 
task to tie the rounding decisions for each cell 
count to the random number with which the count 
is matched: if is less than r.., then round 

up; otherwise round down. Rounding up and down 
being defined, respectively, in Eqs. 2 -4 and 
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2 -7, this is the random -rounding procedure for 

each cell count: 

(2 -19) IF v.. < r.. 

THEN cij = cij + b - r...; 

ELSE c.. = c.. - r.. 

where IF, THEN, and ELSE have their common mean- 

ings. Substituting from Eq. 2 -1: 

(2 -20) IF v. < c.. mod b 

THEN c.. = c.. + b - mod b; 

ELSE c.. = c. - c. mod b. 

2.3 Generating random numbers - 

The random -rounding procedure stated in Eq. 

2 -19 and again in Eq. 2 -20 yields the two neces- 

sary qualities- -zero bias and indeterminacy. As 

shown in Eq. 2 -20, three values - b and vij 

must be at hand in order to random -round each 
ijth cell. The cell count, is given in 

each instance, and the rounding base, b, is pre- 
determined. (The choice of b is discussed in 

the full report). 

Given the practical need to generate se- 
quences of random numbers, v..'s, a brief sur- 

vey of literature led us to RANDU- -the "power - 
residue" routine published by IBM (1968, p.77). 

Its only distinctly non - random feature is that 

idential "starting values" yield identical se- 

quences of (random) numbers. In order to circum- 

vent this weakness, each starting value is de- 

termined by the respective computer run's exact 
START time- -a truly unpredictable value. 

RANDU generates values, y.., in the open 

interval between zero and one: 

(2 -21) 0 < < 1. 

Multiplication of these values by b almost 
transforms them into the values required to 
satisfy Eq. 2 -14: 

(2 -22) 0 < byij < b. 

The discrepancy between Eqs. 2 -14 and 2 -22 
is that the former includes the exact value of 
zero, {0,b), while the latter excludes it, (0,b 

So trivial is this discrepancy that any effort 
to compensate for it would introduce additional 
error. For practical purposes: 

(2 -23) = 

It should be noted that computer execution 
of random -rounding, often as an addition to ex- 
isting tabulation -producing programmes, is great- 
ly eased by the inconsequence of exactly how se- 
quences of random numbers are matched to cell 

counts. Any "route" may be taken throughh a 

table: our imaginary mxn table and ijt cell 

have no other purpose than to indicate the inde- 
pendent and identical application of Eq. 2 -20 to 



each cell count. 

3. Final remarks 

In addition to the topics covered in this 
extract, the full report discusses the accepta- 
bility of random -rounding error compared to 
other forms of error in census data, the effec- 

tiveness of random -rounding in preventing dis- 
closures, and a fortiori estimation of random - 
rounding error ations of cell counts. 

Many people at Statistics Canada helped us 
to progress from a vague grasp of the confiden- 
tiality problem to a rigorous development and 
justification of random -rounding. We mention 
only a few - and them only for their most impor- 
tant contributions. E.M. Murphy brought the 
problem to our attention and guided initial work 
with bright ideas and practical sense. Ivan 
Fellegi, through earlier drafts of the paper re- 
ferenced below, outlined both the problem and 
the general practical requirements of any solu- 
tion. L.O. Stone and F.G. Boardman gave us 
notions which pointed our minds at random -round- 
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ing. R.J. Davy provided us with crucial mana- 
gerial support and criticism. M.A. Mocken re- 
lentlessly chained our speculations to the prac- 
tical qualities of the data -processing systems. 
Others, whom we do not even know, have taken 
much time and trouble to make random -rounding 
part of the computer programmes which produce 
1971 Census tabulations. 
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